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ABSTRACT

Patch presence test is critical in software security to ensure that
binary files have been patched for known vulnerabilities. It is chal-
lenging due to the semantic gap between the source code and the
binary, and the small and subtle nature of patches. In this paper, we
propose React, the first patch presence test approach on IR-level.
Based on the IR code compiled from the source code and the IR code
lifted from the binary, we first extract four types of feature (return
value, condition, function call, and memory store) by executing the
program symbolically. Then, we refine the features from the source
code and rank them. Finally, we match the features to determine the
presence of a patch with an SMT solver to check the equivalence
of features at the semantic level.

To evaluate our approach, we compare it with state-of-the-art
approaches, BinXray and PS3, on a dataset containing binaries
compiled from different compilers and optimization levels. Our
experimental results show that React achieves scores of 0.88, 0.98,
and 0.93, in terms of precision, recall, and F1 score, respectively.
React outperforms the baselines by 39% and 12% in terms of the F1
score, while the pure testing speed of our approach is 2x faster than
BinXray and 100x faster than PS3. Furthermore, we conduct an
ablation study to evaluate the effectiveness of each component in
React, which shows that SMT solver and refinement can contribute
to 16% and 10% improvement in terms of the F1 score, respectively.
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Figure 1: Background of patch presence test

1 INTRODUCTION

Open-source software is widely used in various fields, such as
operating systems [36], web servers [20], and databases [21]. Many
companies and organizations rely on open-source software to build
their products and services. According to the Veracode report [37],
96% of organizations use open-source libraries.

Although the company benefits from open-source software, it
also introduces some security problems. As shown in Figure 1, a
common workflow in companies is to customize the open-source
library to meet the specific requirements of users and release only
binaries to them. Users are usually aware of the information about
open source libraries used. Problems arise when vulnerabilities
are found in open-source software. Attackers may steal important
information or remotely take control of the entire system through
these vulnerabilities caused by used open-source components. Users
want to know whether the binary files they are using are vulnerable
or not. Furthermore, the vulnerability can be fixed by applying a
patch, and it is essential to ensure that these binary files have
been patched for the corresponding vulnerabilities. The process for
ensuring this is referred to as the patch presence test.

The patch presence test determines whether a specific patch has
been applied to a target binary. The input consists of two parts:
(1) information about a particular patch and the source code of
corresponding project; (2) the target binary to be tested. The output
of the patch presence test is a binary decision as to whether the
specific patch is present in the target binary.

Determining whether a given binary file has been patched for
a corresponding vulnerability is challenging. The key challenge is
the semantic gap between the source code and the binary, making it
difficult to reason about the presence of a small modification in the
binary. Many techniques have been proposed [24, 38, 40, 42, 44] to
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automate patch presence test in binaries or Java bytecode. A typical
workflow for the binary-level patch presence test is to compile the
source code before and after the patch commit to the corresponding
binaries. Then, they compare the binaries with the target binary to
determine whether the patch has been applied. These approaches
formulate the problem from “source to binary” to “binary to binary”.

Although these approaches have achieved reasonable results,
the lack of semantic information makes analyzing binary code dif-
ficult, especially when the target binary is compiled from different
compiler optimizations. Generally, the patch file is used to map
the line number of the source code modifications to the binary
code according to the debug information so that one can recognize
which part of the assembly code is added in the patch. However, the
rich information in the source code is ignored. In addition, these
approaches usually focus on binary in one architecture (FIBER for
Arm64 [44], PS3 for Amd64 [42]) and cannot be easily migrated to
other architectures.

In this paper, to address the aforementioned challenges, we pro-
pose an approach called React, referred to iR lEvel pAtch presenCe
Test, to conduct patch presence test on the intermediate representa-
tion (IR) level. We obtain the reference IR codes before and after the
patch by compiling the source code and target IR code by binary
lifting [2]. Compared with previous work, we formulate the prob-
lem from the “source to binary” to “IR to IR”. IR can help bridge the
semantic gap between the source code and the binary, as semantic
relationships in the same language are more straightforward. Fur-
thermore, analyzing IR is more convenient than analyzing binary
codes. The other advantage is that it can be applied to different ar-
chitectures and executables in different operating systems directly
as long as they can be lifted to IR.

To take advantage of the IR code, we perform fine-grained anal-
ysis on the IR level, including feature generation, refinement tech-
nique, and feature matching:

❶ Feature Generation. We extract four types of features from
the lifted and complied IR code, including return value, function call,
memory store, and condition by execution basic blocks symbolily.

❷ Feature Refinement. The generated features may not be
suitable for matching directly due to compiler optimization and
local variables. We propose a novel feature refinement technique to
simplify the features while keeping the unique parts and ranking
them based on their importance.

❸ Feature Matching. We compare the features extracted from
the complied and the lift IR code one by one to determine the
presence of a patch. We utilize an SMT solver to compare the equiv-
alence of features at the semantic level.

Considering the widespread use of LLVM [7, 28, 35], mainstream
binary lifting tools [1, 19, 41] choose LLVM IR for the lifting target.
Therefore, we implement our approach on top of LLVM IR and
use RetDec [26] to lift binaries. We expand the dataset proposed
by Zhan et al. [42] and compare our approach with two state-of-
the-art approaches, BinXray [40] and PS3 [42]. The experimental
results show that our approach outperforms the baselines by 39%
and 12% in terms of the F1 score. We also evaluate the results of our
approach compared to PS3 for every combination of compiler and
optimization level, demonstrating that our approach is more robust
to compiler optimization. In addition, we conducted an ablation
study to evaluate the effectiveness of each component proposed in

our approach, which shows that the refinement technique and SMT
solver bring 10% and 16% improvements in terms of the F1 score,
respectively. Finally, we compare the efficiency of our approach
with the baselines. The results show that React is able to detect
the patch in 0.025 seconds on average, which is 100 times faster
than PS3 and 2 times faster than BinXray.
Contributions: In this paper, we make the following contributions:

• We formulate the patch presence test task from “source to
binary ” to “IR to IR” and propose React, the first IR-based
approach for patch presence test to our best knowledge.
• We design a fine-grained analysis framework for patch pres-
ence test, including feature generation, refinement, andmatch.
• We systematically evaluate our approach on the dataset, and
the results show its effectiveness with high precision and
speed.

The remainder of the paper is organized as follows. Motivation
is outlined in Section 2, while the design and implementation of
the framework are detailed in Section 3. The evaluation steps and
results of React are presented in Section 4. Section 5 examines
the threats to validity of our approach and investigates why some
patches are not detected. Section 6 provides a summary of related
research. We conclude the paper in Section 7.

2 MOTIVATION

This section discusses the motivation behind our approach through
several read-world patches.

2.1 Binary Lifting

To see why binary lifting is useful in patch presence test, we list the
source code, one possible target binary, compiled IR, and lifted IR for
CVE-2021-23841 [14] in Figure 2. The patch is to add a new check for
f in the original C code. As we track the data dependency of f , we
can find that the value of f is return value of X509_NAME_oneline
and the argument of the function call is a->cert_info.issuer ,
NULL , 0 , respectively. Due to the semantic gap between the source
code and the binary code, it is difficult to map every modified state-
ment to binary. Although we can find that underlined statement in
the target binary is indeed the same condition check, data tracking
and recovery are much more difficult and tedious. In addition, we
have to take many instruction set architecture-dependent features
into account, e.g. calling convention, register usage, so that we can
analyze the binary correctly.

Compared with source-to-binary mapping, it is much easier to
compare the compiled and lifted IR. The underlined statement in
the compiled and lifted IR represents the semantic of the patch.
The getelementptr instruction in the compiled IR is to calculate the
offset to access elements of arrays and structs, which corresponds
to add arg1, 48 in the lifted IR. The later call and icmp (int-
comparison) instruction is to check the return value of the function
call. Based on both IR, we can decide the target binary as patched.
We can unify all analyses and operations for source and binary as
we compile or lift them to the same language, which provides the
foundation for fine-grained analysis in the following.

The feature extracted from the above example is a condition to
check if the function call value is NULL . In addition to the condition
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define i64 X509_issuer_and_serial_hash(a)
%2 = alloca [16 x i8] 
%3 = call EVP_MD_CTX_new()
%4 = icmp eq %struct.evp_md_ctx_st* %3, null
br %4, label %5, label %6

5:                                                
br label %61

6:                                                
%7 = getelementptr(a, 0, 0)
%8 = getelementptr(%7, 0, 3)
%9 = load %8
%10 = call X509_NAME_oneline(%9, null, 0)
%11 = icmp eq i8* %10, null
br %11, label true, label false

define i64 X509_issuer_and_serial_hash(%arg1) 
%0 = alloca i8
%1 = load %0
%2 = load %0
%3 = load %0
%4 = call __readfsqword(40)
%5 = call EVP_MD_CTX_new()
%6 = icmp eq i64 %5, 0

br %6, label end, label then
then:

%7 = add %arg1, 48
%8 = inttoptr i64 %7 to i64*
%9 = load %8
%10 = call X509_NAME_oneline(%9, 0, 0)
%11 = icmp eq i64 %10, 0
br %11, label true, label false

diff --git crypto/x509/x509_cmp.c 
index c9d8933640..a964bbf94b 100644
--- a/crypto/x509/x509_cmp.c
+++ b/crypto/x509/x509_cmp.c
@@ -39,6 +39,8 @@ 
unsigned long X509_issuer_and_serial_hash(X509 *a)

if (ctx == NULL)
goto err;

f = X509_NAME_oneline(a->cert_info.issuer, NULL, 0);
+    if (f == NULL)
+        goto err;

if (!EVP_DigestInit_ex(ctx, EVP_md5(), NULL))
goto err;

if (!EVP_DigestUpdate(ctx, (unsigned char *)f, strlen(f)))

Original C Code `X509_issuer_and_serial_hash:
endbr64 cmpq $0x0, -0x30(%rbp)
pushq %rbp je 0x25556a
movq %rsp, %rbp movq -0x48(%rbp), %rax
subq $0x50, %rsp movq 0x30(%rax), %rax
movq %rdi, -0x48(%rbp) movl $0x0, %edx
movq %fs:0x28, %rax movl $0x0, %esi
movq %rax, -0x8(%rbp) movq %rax, %rdi
xorl %eax, %eax callq 0x258ddf; X509_NAME_oneline
movq $0x0, -0x38(%rbp) movq %rax, -0x28(%rbp)
callq 0x191b69; EVP_MD_CTX_new cmpq $0x0, -0x28(%rbp)
movq %rax, -0x30(%rbp) je 0x25556d

Target Binary

Compile

LLVM IR compiled by Clang LLVM IR lifted by RetDec

Lifting

Figure 2: A case study comparing LLVM IR lifted by RetDec with LLVM IR compiled by clang. Both IR codes have been

extensively simplified for readability.

and function call, we also select the return value and memory store
as features to extract.

2.2 Patch Analysis

Although tracking backward data dependency is a general ap-
proach for feature extraction [22, 23, 44], it is not enough. For ex-
ample, in the first patch of Figure 3a, it fixes a wrong assignment to
ret on line 4, which is later used as a return value. Since both vul-
nerable and patched functions call X509_STORE_CTX_get_error
with the same argument, i.e., ctx , the backward data flow and
dependency are the same in both versions. Only after analyzing
the forward data flow and finding the change of return value can
we decide whether the binary has been patched.

Beyond generation, we also need to consider the matching pro-
cess. Feature generation cannot be perfect, especially for complex
arithmetic operations, for example, division or bitwise operations.
The compiler may optimize the code and generate very different
instructions from the same source code [5]. In addition, as register
allocation and instruction scheduling are different, it is difficult to
locate a modification of local variables accurately. Complex oper-
ations and local variables may affect the result if we compare the
feature exactly at the syntactic level. The above limitations moti-
vate us to simplify the features. As long as the feature is unique
under the context of the other features, we can remove some parts
of the feature to make it more general. For example, in the second
patch of Figure 3a, the only differences between the vulnerable
code and the patched code are the values of group_top + 1 and
group_top + 2 , while the other arguments of the function call
are the same. Thus, we can ignore the common part of the feature

and only keep the unique part. The features can be simplified to
bn_wxpand(-, bn_get_top(-) + 1) and
bn_wxpand(-, bn_get_top(-) + 2) , where “-” is a placeholder
for any value to match. This process is called feature refinement

in our approach.
The last lesson we learn from the patches is that not all fea-

tures are equally important. Although most patches are small and
subtle [29], there are some patches with more significant changes.
For example, in Figure 3b, there are seven deletion lines and seven
insertion lines. In this case, there is more than one feature to extract
and we can find that the call to the function ec_guess_cofactor
on line 16 is the most unique feature. If the function call feature is
found in the target code, we can confidently claim the presence of
the patch, since the entire function is added in the patch. The other
features are less important and can be used as supplements. This
motivates us to rank the features based on their importance and
focus on more unique features.

We conclude the discussion with the following insights.
 Insight 1. To generate the complete features for code diff, we
need to track data flow in both forward and backward directions.
 Insight 2. To decide the presence of a patch, we only need to
focus on the unique part of the feature.
 Insight 3. Not all features are equally important; features can be
ranked to focus on the most important ones.

Inspired by the above insights, we can sketch the outline of
our approach based on binary lifting. First, we consider the four
types of feature discussed above and define them formally. To track
bidirectional data flow, we symbolically execute the code and collect
features; To improve the generality of the features, we refine the
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1 @@ -59,9 +59,10 @@ static int ocsp_verify_signer(X509 *signer, int response,
2 ret = X509_verify_cert(ctx);
3 if (ret <= 0) {
4 - ret = X509_STORE_CTX_get_error(ctx);
5 + int err = X509_STORE_CTX_get_error(ctx);
6 ERR_raise_data(ERR_LIB_OCSP, OCSP_R_CERTIFICATE_VERIFY_ERROR,
7 - "Verify error: %s", X509_verify_cert_error_string(ret));
8 + "Verify error: %s", X509_verify_cert_error_string(err));
9 goto end;
10
11 @@ -206,8 +206,8 @@ int ec_scalar_mul_ladder(const EC_GROUP *group, EC_POINT *r,
12 cardinality_bits = BN_num_bits(cardinality);
13 group_top = bn_get_top(cardinality);
14 - if ((bn_wexpand(k, group_top + 1) == NULL)
15 - || (bn_wexpand(lambda, group_top + 1) == NULL)) {
16 + if ((bn_wexpand(k, group_top + 2) == NULL)
17 + || (bn_wexpand(lambda, group_top + 2) == NULL)) {
18 ECerr(EC_F_EC_SCALAR_MUL_LADDER, ERR_R_BN_LIB);
19 goto err;
20 }

(a) Patches of CVE-2022-1343 [15] and CVE-2018-0735 [9]

1 @@ -281,17 +370,17 @@ int EC_GROUP_set_generator(EC_GROUP *group, const

EC_POINT *generator,↩→
2 - if (order != NULL) {
3 - if (!BN_copy(group->order, order))
4 - return 0;
5 - } else
6 - BN_zero(group->order);
7 + if (!BN_copy(group->order, order))
8 + return 0;
9
10 - if (cofactor != NULL) {
11 + /* Either take the provided positive cofactor, or try to compute it */
12 + if (cofactor != NULL && !BN_is_zero(cofactor)) {
13 if (!BN_copy(group->cofactor, cofactor))
14 return 0;
15 - } else
16 + } else if (!ec_guess_cofactor(group)) {
17 BN_zero(group->cofactor);
18 + return 0;
19 + }

(b) Patch for CVE-2019-1547 [13]

Figure 3: Examples of patches from real-world projects, adjusted to fit the page.

Feature Generation

Feature
Refinement & Ranking

LLVM-IR

Source Code

Binary

Compile

Lifting
LLVM-IR

Feature Matching

SMT Solver

Figure 4: Overview of our approach

features while keeping the unique part; To find the most important
features, we rank the features based on their importance.

3 APPROACH

The overall framework of React is illustrated in Figure 4. We com-
pile the source code to two IR codes corresponding to the commit
before and after the patch, referred to as the vulnerable IR and
patched IR, respectively. Then we lift the target binary to LLVM IR,
referred to as target IR. Based on the generated IR codes, we execute
the IR code at symbolic level and collect the features in feature

generation. Then we refine the features from vulnerable IR and
patched IR to make them more comparable, and rank them to focus
on the most important ones. Finally, wematch the ranked features
with target IR to determine whether the binary is patched. During
feature matching, an SMT solver is used to prove the semantic
equivalence between the features.

3.1 Feature Generation

Feature generation serves as the foundation of our approach. All
subsequent steps are based on the features generated by the sym-
bolic executor. In this paper, we consider four types of features, i.e.,
return value, condition, memory store, and function call. The syntax
of the feature is shown in Figure 5. The expression can be com-
posed of binary and unary operations, a function call, or a constant.
arg(𝑖) and alloc(𝑖) represent the argument of the function and the

Expr e ≔ 𝑒 binop 𝑒 | unop 𝑒
| call(𝑒, 𝑒1, . . . , 𝑒𝑛) | const
| mem(𝑒) | arg(𝑖) | alloc(𝑖)

unop ≔ − | ¬ | · · ·
binop ≔ + | − | × | ÷ | · · ·
Call F ≔ 𝑓 (𝑒1, . . . , 𝑒𝑛)

Return R ≔ 𝑒

Store M ≔ (𝑒1, 𝑒2)
Cond C ≔ 𝑒

Figure 5: Syntax of feature

locations of the local variables, respectively, where 𝑖 is an integer.
mem(𝑒) represents the memory location pointed by the value of 𝑒 .

Return and condition features are represented as single expres-
sions, memory store is represented as the value and address pair,
and function call features are represented as the function name and
arguments. It is worth noting that for the memory store feature, we
only consider the address of an expression consisting of a function
argument or global variable. Store operations on local variables are
ignored, since they are not visible to the caller.

To extract the features, we symbolically execute the IR code.
We initialize the state with the function arguments as arg. The
basic block is executed in depth-first order, and the features are
collected in the execution trace. For each state, we maintain the data
flow by tracking the local variables and the memory store. Ordinary
arithmetic operations are executed as symbolic operations, resulting
in a symbolic expression. When encountering a conditional branch,
we record the symbolic expression as a condition feature. When
the basic block ends with a return instruction, we record the return
value as a return feature. When loading a value from memory, we
record the address and the value in the memory store feature. If the
address 𝑎 does not exist in current memory, we lazily initialize the
value and return it with a symbolic value mem(𝑎). All function
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calls are skipped and a symbolic call value is assigned to the variable
representing the return value. In the meantime, the function call
name with the symbolic parameters is recorded in the feature set.
As a result, we can obtain a total of three feature sets𝑉 , 𝑃,𝑇 for the
vulnerable IR, patched IR, and target IR, respectively.

3.2 Refinement & Ranking

After feature generation, we obtain the feature sets 𝑉 , 𝑃 for the
vulnerable and patched IR, respectively. We construct the initial
feature sets 𝑣, 𝑝 by removing the features in both 𝑉 and 𝑃 , i.e.,
(𝑣, 𝑝) = 𝑉 △𝑃 . The whole refinement and ranking process is shown
in Algorithm 1. The input of the algorithm is the four feature sets
mentioned above and the output is the ranked feature list. The
features of vulnerable and patched IR are refined by the features 𝑃
and 𝑉 (line 1 and line 2). We construct a bipartite graph𝐺 with the
vertex consisting of the refined features and the edge weight as the
similarity between the features. We pair the features according to
the maximum weight matching in the bipartite graph (line 6). The
features that are not matched are appended to the list (line 8 and
line 11). Finally, the features are ranked according to the importance
of the features (line 13).

Algorithm 1: Refinement & Ranking
Input: Initial feature sets, 𝑣, 𝑝,𝑉 , 𝑃
Output: Ranked feature list, 𝑣 ′, 𝑝′

1 𝑣 = {refine(𝑓 , 𝑃) | 𝑓 ∈ 𝑣} ; /* Section 3.2.1 */

2 𝑝 = {refine(𝑓 ,𝑉 ) | 𝑓 ∈ 𝑝};
3 𝑉 ← 𝑣

⋃
𝑝 ; /* Construct the vertex set */

4 𝐸 ← {(𝑎, 𝑏,S(𝑎, 𝑏)) | 𝑎 ∈ 𝑉 ,𝑏 ∈ 𝑃} ; /* Def 3.3 */

5 𝐺 ← (𝑉 , 𝐸);
6 𝑙𝑖𝑠𝑡 (𝑣 ′, 𝑝′) ←MaxWeightMatching(𝐺);
7 foreach 𝑣 ∈ 𝑣 \ 𝑣 ′ do
8 𝑙𝑖𝑠𝑡 .𝑎𝑝𝑝𝑒𝑛𝑑 ((𝑣, 𝑁𝑜𝑛𝑒));
9 end

10 foreach 𝑝 ∈ 𝑝 \ 𝑝′ do
11 𝑙𝑖𝑠𝑡 .𝑎𝑝𝑝𝑒𝑛𝑑 ((𝑁𝑜𝑛𝑒, 𝑝));
12 end

13 rank(𝑙𝑖𝑠𝑡 ) ; /* Section 3.2.2 */

14 return 𝑙𝑖𝑠𝑡

3.2.1 Refinement. The goal of feature refinement is to generalize
the features to make them easier to match. The intuition of re-

finement is that, while keeping the unique characteristics of

the feature, it should be as simple as possible. We can remove
some parts of the feature as long as they are unique in the context
of other parts of the feature.

To achieve this goal, we first expand the syntax of the expression
to include ⊤ as follows:

Expr e ≔ 𝑒 binop 𝑒 | unop 𝑒
| mem(𝑒) | const | arg(𝑖)
| ⊤

Symbol ⊤ can be considered as a wildcard that can match any
value. The process of removing some part of the feature is to replace

⊤

𝑓 (⊤,⊤,⊤)

𝑓 (𝑎,⊤,⊤) 𝑓 (⊤, 𝑏,⊤) 𝑓 (𝑎, 𝑏, 𝑔(⊤))

𝑓 (𝑎, 𝑏, 𝑔(𝑐 + ⊤)) 𝑓 (𝑎, 𝑏, 𝑔(⊤ + 2))

𝑓 (𝑎, 𝑏, 𝑔(𝑐 + 2))

Figure 6: Lattice of the feature 𝑓 (𝑎, 𝑏, 𝑐𝑎𝑙𝑙 (𝑐+2)). We only show

a subset of the lattice for simplicity.

the part with ⊤. The whole feature sets from the removed part can
constitute a lattice (L, ⊑), while partial order ⊒ can be defined
recursively based on 𝑥 ⊑ ⊤:

Definition 3.1 (Partial Order).

𝑙 ⊑ ⊤
𝑚 ⊏ 𝑚′ ⇒ mem(𝑝) ⊑ mem(𝑝′)
𝑒 ⊑ 𝑒′ ⇒ unop(𝑒) ⊑ unop(𝑒′)

𝑙1 ⊑ 𝑙 ′1 and 𝑙2 ⊑ 𝑙 ′2 ⇒ binop(𝑙1, 𝑙2) ⊑ binop(𝑙 ′1, 𝑙
′
2)

𝑙𝑖 ⊑ 𝑙 ′𝑖 for 𝑖 = 1, . . . , 𝑛 ⇒ call(𝑙1, . . . , 𝑙𝑛) ⊑ call(𝑙 ′1, . . . , 𝑙
′
𝑛)

Take a specfic feature 𝑓 (𝑎, 𝑏, 𝑔(𝑐 + 2)) for example, where 𝑎, 𝑏, 𝑐
are arguments and 𝑔, ℎ are function calls, the lattice is shown in
Figure 6. The higher the element in the lattice, the less informa-
tion it contains. The most general and useless element is ⊤, and
the most specific element is the original feature. Refinement is to
continuously add more information to the value until it is unique
compared with the target feature sets. From the top element ⊤ of
the lattice, there are many paths to the bottom element, i.e., the
original feature. We list some paths as follows:

⊤ ⊒ 𝑓 (⊤,⊤,⊤) ⊒ 𝑓 (𝑎,⊤,⊤) ⊒ 𝑓 (𝑎, 𝑏, 𝑔(𝑐 + ⊤)) ⊒ 𝑓 (𝑎, 𝑏, 𝑔(𝑐 + 2))
⊤ ⊒ 𝑓 (⊤,⊤,⊤) ⊒ 𝑓 (⊤, 𝑏,⊤) ⊒ 𝑓 (𝑎, 𝑏, 𝑔(⊤ + 2) ⊒ 𝑓 (𝑎, 𝑏, 𝑔(𝑐 + 2))

...

⊤ ⊒ 𝑓 (⊤,⊤,⊤) ⊒ 𝑓 (𝑎, 𝑏, 𝑔(⊤)) ⊒ 𝑓 (𝑎, 𝑏, 𝑔(𝑐 + ⊤)) ⊒ 𝑓 (𝑎, 𝑏, 𝑔(𝑐 + 2))

In general, for an arbitrary lattice, the possible paths are as
follows:
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⊤ = 𝑓0 ⊒ 𝑓11 ⊒ 𝑓12 ⊒ · · · ⊒ 𝑓1𝑛 = 𝑓

⊤ = 𝑓0 ⊒ 𝑓21 ⊒ 𝑓22 ⊒ · · · ⊒ 𝑓2𝑛 = 𝑓

...

⊤ = 𝑓0 ⊒ 𝑓𝑚1 ⊒ 𝑓𝑚2 ⊒ · · · ⊒ 𝑓𝑚𝑛 = 𝑓

𝑓𝑖 𝑗 ∈ L

The whole refinement process under context 𝐹 is to iterate over
the paths, from the most general feature ⊤ to the most specific
feature 𝑓 until we find the smallest 𝑖 satisfying:

𝑓𝑖−1 ∈̂ 𝐹 ∧ 𝑓𝑖 ∉̂ 𝐹

where the order can be determined by deep-first or bread-first
search along the lattice. The meaning of ∈̂ here is similar to the
common operator ∈, except that we consider ⊤ to be equal to any
value. Note that the element and paths are finite and 𝑓 ∉ 𝐹 (we
have already removed the feature if it is in 𝐹 ), so we can always
find such 𝑖 . In addition, the result of the refinement is not unique.

Example 3.2. Returning to our patch example for motivation,
bn_wexpand(lambda, group_top + 2) is refined to 𝑏 (⊤,⊤ + 2)
by the following path:

⊤ → 𝑏 (⊤,⊤) → 𝑏 (⊤,⊤ + 2)

where we abbreviate the function name bn_wexpand to 𝑏. Noting
that group_top and lambda are refined to ⊤ since expression
+ 2 is the unique part of the feature. The refinement process can-
not stop at 𝑏 (⊤,⊤), as it exists in the patched IR features. Similarly,
we refine the formula for vulnerable IR to 𝑏 (⊤,⊤ + 1).

3.2.2 Ranking. After refinement, we rank the features based on
the importance of the features. The features in vulnerable and
patched IR are seen as two groups of vertex in a bipartite graph. The
definition of weight for an edge is given by the following definition,
which allows items with similar features and characteristics to be
paired together.

Definition 3.3 (Similarity).

S(⊤, 𝑥) = S(𝑥,⊤) = 1,
S(const(𝑣), const(𝑣 ′)) = 1, if 𝑣 = 𝑣 ′

S(mem(𝑙),mem(𝑟 )) = 1 + S(𝑙, 𝑟 )
S(unop(𝑙), unop(𝑟 )) = 1 + S(𝑙, 𝑟 )

S(binop(𝑙1, 𝑙2), binop(𝑟1, 𝑟2)) = 1 + S(𝑙1, 𝑟1) + S(𝑙2, 𝑟2)

S(call(𝑙1, . . . , 𝑙𝑛), call(𝑟1, . . . , 𝑟𝑛)) = 1 +
𝑛∑︁
𝑖=1
S(𝑙𝑖 , 𝑟𝑖 )

S(𝑙, 𝑟 ) = 0, otherwise

As a result, we can construct a bipartite graph 𝐺 = (𝑉 , 𝐸) with
the vertex consisting of the refined features and the edge weight as
the similarity between the features. The goal is to find the matching
that maximizes the sum of the edge weight, and it is indeed a bipar-
tite graph matching problem. We use the Hungarian algorithm [27]
to solve the problem of combining maximum weights.

After obtaining the results for the graph matching, we are ready
to rank the features. Matched features are preferred because we can
detect them in both vulnerable and patched IR. For the same group
(matched or unmatched) features, a higher complexity means that it
is of lower importance because they aremore unlikely to bematched
for the target features. The complexity of the feature is defined
recursively on the basis of the complexity of the subexpression,
which can be formally defined as follows.

Definition 3.4 (Complexity).

C(⊤) = 0,
C(const(𝑣)) = 1
C(unop(𝑒)) = 1 + C(𝑒),

C(binop(𝑒1, 𝑒2)) = 1 + C(𝑒1) + C(𝑒2),
C(mem(𝑒)) = 1 + C(𝑒),

C(call(𝑓 , 𝑒1, . . . , 𝑒𝑛)) = 1 +
𝑛∑︁
𝑖=1
C(𝑒𝑖 ),

3.3 Feature Matching

Based on the ranked feature lists, wematch themwith target feature
sets 𝑇 one by one. For every pair of features 𝑣, 𝑝 , there are a total
of four cases:
• 𝑣, 𝑝 both exist or both do not exist in the target feature set,
we consider the next feature pair.
• 𝑣 exists in the target feature set, but 𝑝 does not, we consider
the target as vulnerable.
• 𝑝 exists in the target feature set, but 𝑣 does not, we consider
the target as patched.

Since the patch presence test is security critical, we make a con-
servative decision when none of the feature pairs matches, and
we consider the target vulnerable. The only exception is when
the patch file is a pure deletion of code, which means that there
should be no feature matched in the patched target. In this case, we
consider the target patched.

In the feature matching process, the ⊤ generated in the refine-
ment is considered as a wildcard that can match any value. If the
feature cannot match any of the features in the target feature list,
we use the SMT solver [17] to prove the equivalence of the fea-
tures. For each pair of features 𝑎, 𝑏, we transform them into SMT
constraints 𝑎 ≠ 𝑏 and check the satisfiability. If the constraints are
unsatisfiable, we consider the pair as match; otherwise, we regard
them as mismatch. The argument and allocation of functions are
modeled as variables. The memory load and call to functions are
modeled as global functions.

3.4 Implementation

We implement React in Rust1. We compile the source code for
LLVM IR2 with optimization levels of O0 and O3 with Clang 14.03 to
combat the inline function caused by optimization. We use RetDec

1https://www.rust-lang.org/
2https://llvm.org/
3https://clang.llvm.org/

https://www.rust-lang.org/
https://llvm.org/
https://clang.llvm.org/
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5.04 to lift the binary to LLVM IR. Z35 is used for SMT solving
in feature matching. We also transform the expressions into the
canonical form following KLEE [6], which makes it easier to match.

In feature generation, for the phi instruction in LLVM IR, we al-
low the corresponding basic block to be executed up to the number
of incoming blocks of the phi instruction to meet all possible incom-
ing values. We transform the index calculation in the instruction
gep into the calculation of the offset of the structure so that it can
be matched to the IR lifted from the binary. When encountering
arguments that are pointers to an integer or string (i.e., array of
unsigned char), we extract the point-to integer or string and record
it as the argument in the function call feature.

We need to limit the power of refinement because of the uncer-
tainty of the target binary. Original refinement is good enough if the
target binary always complies with the commit before or after the
patch. However, the developer can modify the code and the target
binary might be compiled from newer code so that refined features
may match irrelevant features. For example, feature 𝑓 ((𝑎 + 2), 𝑏)
might be refined to 𝑓 ((⊤ +⊤),⊤), which is unique in reference IRs.
However, the feature matches 𝑓 (𝑐 + 𝑑,𝑔(𝑒)) from a new function
call added in the target binary, which is unexpected. Therefore, we
limit the refinement by (1) one level replacement in call feature and
(2) const value and function call name can not be replaced by ⊤.
These rules limit refinement and improve accuracy.

4 EVALUATION

To evaluate the effectiveness of our approach, we conducted exper-
iments following three research questions.
RQ.1 How effective is our approach at patch presence test com-

pared to the state-of-the-art baselines
RQ.2 Does our refinement, ranking, and SMT solver technique

improve the performance of our approach?
RQ.3 How efficient is React?

4.1 Experimental Setup

4.1.1 Baselines. We compare React with two baselines:
BinXray [40]. A state-of-the-art patch presence test tool with-

out the presence of source code. BinXray is a similarity-based ap-
proach that uses basic block mapping to extract the signature of a
patch by comparing vulnerable and patched binary programs.

PS3 [42]. A state-of-the-art patch presence test approach de-
signed to combat compiler optimization. PS3 is based on the sym-
bolic signature of the function, which is extracted from the binary.

We do not consider FIBER [44] and PDiff [24] in our evaluation
because the features they extracted are kernel code specific, which is
unsuitable for our dataset. The patch presence test on Java bytecode
is also not our baseline.

4.1.2 Dataset. We conducted experiments on the dataset proposed
in PS3 [42]. The dataset consists of four projects, i.e., OpenSSL,
FFmpeg, LibXML2, and tcpdump. It contains 62 CVEs and 3,631 test
cases compiled from different compilers, including GCC and Clang,
with varying levels of optimization, from O0 to O3. We exclude
one CVE from the dataset because PS3 cannot find the correctly

4https://github.com/avast/retdec
5https://github.com/Z3Prover/z3

vulnerable function in the binary. Each test case aims to check for
the presence of a specific patch in a specific binary. Furthermore,
we extend the original dataset used in PS3 [42] by adding CVEs
from the same projects and constructing test cases following PS3.
In total, our dataset contains 70 CVEs and 4,156 test cases. We list
the statistics of our dataset in Table 1 and highlight the number of
additional test cases.

As our approach is based on LLVM IR, we lift the binary to
LLVM IR using RetDec for each binary in the original data set,
which constructs target IRs. For each CVE, we compile the source
code before and after the patch commit to emit the LLVM IR directly,
which constructs vulnerable IRs and patched IRs. We manually fix
the constant value in lifted LLVM IR, which is obviously incorrect
corresponding to the binary, and report the mislifting issue to the
RetDec team.

4.1.3 Metrics. Following previous work [31, 42] in the patch pres-
ence test, we use precision (P), recall (R), and F1 score (F1) as metrics
to evaluate our approach with other baselines.

Precision Let 𝑅𝑅 represent the count of truly vulnerable binaries
detected, and 𝑅𝐼 represent the count of patched binaries mistakenly
identified as vulnerable. Precision (𝑃 ) can then be formulated as:

𝑃 =
𝑅𝑅

𝑅𝑅 + 𝑅𝐼
Recall indicates the proportion of truly vulnerable binaries de-

tected 𝑅𝑅 out of all vulnerable binaries present 𝑅𝑁 . Recall (𝑅) can
be expressed as:

𝑅 =
𝑅𝑅

𝑅𝑁

F1 Score assesses the overall effectiveness of the test. With
precision (𝑃 ) and recall (𝑅) defined, the F1 score is computed as
follows:

𝐹1 =
2𝑃𝑅
𝑃 + 𝑅

4.2 Results

4.2.1 Effectiveness of our approach vs. baselines. To answer RQ1,
we compare the effectiveness of our approach with the baselines in
terms of precision, recall, and the F1 score. The results are shown
in Table 2.

React achieves the highest precision, recall, and F1 score among
the three approaches. The F1 score of our approach is 12% and
39% higher than PS3 and BinXray, respectively. BinXray achieves
an F1 score of 0.67, which is lower than PS3 and our approach. It
cannot identify the patch when compiler optimization is applied;
thus, it decides that the binary is vulnerable by default. Compared
to React, PS3 only considers forward instructions. In cases where
the root of the vulnerability lies backward, as shown in Figure 3a,
PS3 is unable to identify the differences.

To further compare our approach with PS3, we list the perfor-
mance of each compiler option in Table 3. We have the following
findings:

(1) Our approach outperforms PS3 in the all compiler options,
while the lowest F1 score of our approach is as high as the
highest F1 score of PS3.

https://github.com/avast/retdec
https://github.com/Z3Prover/z3
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Table 1: Statistics of our dataset

Project #CVE Clang & O0 GCC & O0 Clang & O1 GCC & O1 Clang & O2 GCC & O2 Clang & O3 GCC & O3 #Test
#V #P #V #P #V #P #V #P #V #P #V #P #V #P #V #P

OpenSSL 27 164 200 170 202 155 156 163 173 155 155 151 135 155 171 151 135 2,591 (+358)
FFmpeg 30 85 127 85 127 61 88 66 90 61 88 53 78 61 78 53 78 1,289 (+166)
Tcpdump 11 33 11 33 11 21 7 24 8 21 7 24 8 21 7 21 6 263
LibXml2 2 2 0 4 0 2 0 1 0 1 0 1 0 1 0 1 0 13 (+1)
Total 70 (+8) 284 338 292 340 239 251 254 271 238 250 229 221 238 266 226 219 4,156 (+525)
#P represents the number of patched pairs while #V represents vulnerable pairs.

Table 2: Effectiveness of our approach vs. baselines

Approach Precision Recall F1

BinXray 0.51 0.96 0.67
PS3 0.75 0.93 0.83
React 0.88 0.98 0.93

(2) The performance on the GCC compiler is better than that on
the Clang compiler for both approaches. It is reasonable for
PS3 because the reference binary is compiled by GCC. For
our approach, the reason may be that the RetDec is more
suitable to lift the GCC compiled binary.

(3) The F1 score of PS3 ranges from 0.79 to 0.90, while the F1
score of React ranges from 0.90 to 0.95. Although the F1
score of our approach and PS3 drops as the optimization
level increases, our approach is more robust to compiler
optimization.

Answer to RQ1: React can effectively identify the patch with
a F1 score of 0.93. It outperforms BinXray and PS3 by 39% and
12%, respectively. In addition, our approach outperforms PS3
in all compiler options.

4.2.2 Abalation Study. To investigate the contribution of feature
refinement, ranking, and SMT solver in the effectiveness of our
approach, we performed an ablation study. We create the following
variants:
• -Smt: SMT solver is removed. We only compare the features
at syntactic level.
• -Rank: Feature ranking is removed. We use the original
feature set to match the features without matching them
together and ranking them.
• -Refinement: We skip the feature refinement step and di-
rectly match the features.

We evaluated the four variants on the same dataset, as described
in Section 4.1.2. The results are illustrated in Table 4. F1 score
decreases by 16%, 1.1%, 10% when the SMT solver, ranking step,
and refinement are removed.

❶ The reason why the SMT solver is important in our approach
is that it can check the equivalence of features at a semantic level.
For example, it is a common case that the compiler optimizes the
code 𝑎 < 4 to 𝑎 ≤ 3 when 𝑎 is an integer. The syntactic of the
two expressions is different, but the semantic features are the same.

With the help of the SMT solver, React can correctly detect the
presence of a patch.

❷ Ranking does not contribute much to the effectiveness of our
approach. This is because most patches are small [29] and there
are few features to extract, and most test cases do not benefit from
feature ranking directly. When encountering a situation like that
in Figure 3b, ranking can make a difference and improve results.

❸ The refinement step can improve the F1 score by 10%. As we
mentioned in Section 3, the refinement step can reduce the negative
impact of local variables and complex arithmetic operations. For
example, in Figure 7, the refined feature for sigalg != NULL in
line 6 is @tls1_lookup_sigalg(T) = 0, where the function call
tls1_lookup_sigalg is from line 3. In contrast, the original feature
involves complex computations of offset and array indexes in its
arguments. In IR lifted from the target binary, RetDec fails to recover
the correct offset. As a result, React fails to detect the patch without
the refine technique.

1 @@ -2130,7 +2130,7 @@ static int tls1_check_sig_alg(SSL *s, X509 *x, int

default_nid)↩→
2 sigalg = use_pc_sigalgs
3 ? tls1_lookup_sigalg(s->s3->tmp.peer_cert_sigalgs[i])
4 : s->shared_sigalgs[i];
5 - if (sig_nid == sigalg->sigandhash)
6 + if (sigalg != NULL && sig_nid == sigalg->sigandhash)
7 return 1;
8 }

Figure 7: Patch of CVE-2020-1967 [11]

Answer to RQ2: Our approach benefits from the SMT solver
and feature refinement, which can improve the F1 score by 16%
and 10%, respectively.

4.2.3 Efficiency of our approach. To answer RQ3, we compare
the time cost of our approach with BinXray and PS3. We list the
average, minimum, and maximum times for one testcase in Ta-
ble 5. Our approach takes an average of 0.025 seconds to test the
patch presence of binaries, which is the fastest among the three
approaches. The reason may be that our approach is implemented
in Rust, which is more efficient than the Python implementation
of PS3 and BinXray. In addition to the programming language, the
ranking step in our approach can reduce the number of features to
match, which saves time. In contrast, PS3 compares all extracted
features and decides the presence of the patch by voting, which is
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Table 3: Results on different compiler options

Compiler Option Combination PS3 React

Precision Recall F1 Precision Recall F1

GCC & O0 0.88 0.91 0.90 0.92 0.98 0.95
GCC & O1 0.77 0.96 0.86 0.89 1 0.94
GCC & O2 0.77 0.96 0.85 0.87 1 0.93
GCC & O3 0.77 0.96 0.85 0.87 1 0.93
Clang & O0 0.72 0.92 0.81 0.91 0.98 0.94
Clang & O1 0.74 0.92 0.82 0.86 0.96 0.91
Clang & O2 0.70 0.92 0.79 0.85 0.96 0.90
Clang & O3 0.69 0.92 0.79 0.85 0.96 0.90

Table 4: Ablation study

Approach Precision Recall F1

React 0.87 0.98 0.93
-Smt 0.66 0.99 0.80 (↓16%)
-Rank 0.88 0.95 0.92 (↓1.1%)
-Refinement 0.79 0.95 0.86 (↓10%)

Table 5: Time cost of our approach vs. baselines (seconds)

Approach Max Min Average

BinXray 0.1 - 0.06
PS3 23 0.14 3
React 0.317 0.003 0.025

time-consuming. BinXray does not utilize an SMT solver and only
performs similarity-based matching, so it is much faster than PS3.

Answer to RQ3: React can test the patch presence of binaries
with an average of 25 milliseconds, which is 100x faster than
PS3 and 2x faster than BinXray.

5 DISCUSSION

5.1 Why React fails

We manually inspect the test case where React fails and find out
why React fails to detect the patch. The reasons as follows:
• Mislifting: The lifted IR code is not semantically equivalent
to the original binary, making it impossible to detect the
patch based on the IR code [2].
• Complier optimization: The key semantic information
extracted by our approach is lost during optimization.
• Lack of context: The feature extracted is only unique un-
der the context of constraints, but our approach does not
consider them and takes them as duplicate features.

5.1.1 Mislifting. Our approach is based on binary lifting tools to
obtain the intermediate representation of the binary, so miscompi-
lation of the lifted IR code may unavoidably affect the result of our

approach. For example, in the CVE-2018-14468 patch in Figure 8a,
RetDec cannot recover the string "(invalid length)" on line 6
in the lifted IR code, which exits the original binary. As a result, the
lifted IR code is not semantically equivalent to the original binary,
making it impossible to detect the patch based on the lifted IR code.
In addition, control flow is sometimes misrecovered. As the lifting
tool improves [25, 43, 45], we believe that the problem of mislifting
can be mitigated over time.

1 @@ -493,6 +493,11 @@ mfr_print(netdissect_options *ndo,
2 switch (ie_type) {
3 case MFR_CTRL_IE_MAGIC_NUM:
4 + /* FRF.16.1 Section 3.4.3 Magic Number Information Element */
5 + if (ie_len != 4) {
6 + ND_PRINT((ndo, "(invalid length)"));
7 + break;
8 + }
9 ND_PRINT((ndo, "0x%08x", EXTRACT_32BITS(tptr)));

(a) Patch of CVE-2018-14468 [10]

1 @@ -257,6 +257,9 @@ int ossl_rsaz_mod_exp_avx512_x2(BN_ULONG *res1,
2 from_words52(res1, factor_size, rr1_red);
3 from_words52(res2, factor_size, rr2_red);
4
5 + /* bn_reduce_once_in_place expects number of BN_ULONG, not bit size */
6 + factor_size /= sizeof(BN_ULONG) * 8;
7 bn_reduce_once_in_place(res1, /*carry=*/0, m1, storage, factor_size);
8 bn_reduce_once_in_place(res2, /*carry=*/0, m2, storage, factor_size);

(b) Patch of CVE-2022-2274 [16]

1 @@ -3272,6 +3272,7 @@ static int open_files(OptionGroupList *l, const char

*inout,↩→
2 if (ret < 0) {
3 av_log(NULL, AV_LOG_ERROR, "Error parsing options for %s file "
4 "%s.\n", inout, g->arg);
5 + uninit_options(&o);
6 return ret;
7 }
8 av_log(NULL, AV_LOG_DEBUG, "Opening an %s file: %s.\n", inout, g->arg);
9 ret = open_file(&o, g->arg);
10 uninit_options(&o);

(c) Patch of CVE-2020-20451 [12]

Figure 8: Case study examples

5.1.2 Compiler Optimization. Though we consider the compiler’s
optimization level, the resulting IR may lose some semantic in-
formation. For example, the patch in Figure 8b changes the fifth
parameter of the call function bn_reduce_once_in_place . Our
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algorithm should detect the patch, as React can find that the pa-
rameter is from the original value of factor_size to the modified
value of factor_size / sizeof(BN_ULONG) * 8 . However, the
function call in the lifted IR does not contain five parameters, since
the compiler recognizes that the fifth parameter must be a constant
value and optimizes it. This kind of optimization based on program
analysis is difficult to detect using our approach.

5.1.3 Lack of Context. In the case where features generated in
vulnerable and patched IR code are unique under the context of
constraints, our approach fails to detect the patch. For example, in
Figure 8c, the function call uninit_options is not unique because
there exists the same function call with the same parameter on line
10. React cannot distinguish the call to the function on lines 5
and 10, which leads to the failure to detect the patch. In our future
work, we plan to consider the context to improve our approach’s
accuracy.

5.2 Execution Path

In feature generation, we perform a basic block execution and
permit multiple times on phi block. However, it is still not enough
to obtain all possible features. In an ideal case, we should iterate
all paths that do not contain a basic block more than two times
from the entry of the function to the exit so that every possible
useful feature can be collected. There can exist exponential paths
that need to be executed, which is not feasible in practice. Thus, we
have to make a trade-off by limiting the paths in our approach. The
common basic block is only allowed to be executed once, whereas
the basic block starting by the phi instruction can be executed up
to the number of incoming blocks.

5.3 Threats to Validity

As mentioned in Section 5.1.1, the miscompilation of the IR code
lifted threatens our approach’s internal validity. The symbolic exe-
cution in our approach is not complete and only considers certain
program paths, which may lead to the loss of some features. Our
approach cannot identify the patches if the target binary’s symbol
table does not contain the target function.

We only conduct the experiments for binaries compiled for the
Intel X86 64-bit system, though our approach is intended to sup-
port any architecture, even cross-architecture. We do not consider
the preprocessing time in RQ3, as BinXray must work on top of
IDA-Pro [32], PS3 needs to compile the reference binary, and our
approach must use lifted IR codes. It may affect the real-world
performance of our approach. In addition, the precision of the in-
formation on the affected version of the vulnerable software in the
National Vulnerability Database (NVD) is often inconsistent [4],
potentially affecting the accuracy of our dataset.

6 RELATEDWORK

In this section, we briefly review the work related to the patch
presence test. The summary is shown in Table 6.

Table 6: Summary of related work

Work Approach Year

Binary to Binary (C/C++)

FIBER [44] feature matching 2018
PDiff [24] feature similarity 2020
BinXray [40] basic block mapping 2020
Osprey [34] lightweight flow slices 2021
PatchDiscovery [39] key basic blocks 2023
PS3 [42] SMT solver 2024

Source to Binary (Java)

BSCOUT [8] first work in Java 2020
PHunter [38] against obfuscation 2023
PPT4J [31] find-grained semantics 2024

IR to IR (LLVM IR)

React

6.1 C/C++ Binary

Zhang et al. [44] are the first to publish patch presence testing,
introducing the “patch presence test” and proposing FIBER for ker-
nel customization scenarios. FIBER uses angr [33] and VEX [30] to
generate fine-grained binary signatures from patch files and debug
information, reflecting changes made by patch modifications. These
signatures determine whether the target binary has been patched.
Following FIBER, Jiang et al. [24] introduce PDiff, a system that
uses images from the downstream kernel for highly reliable patch
presence testing. PDiff relies on semantic similarity in patch check-
ing, offering high fault tolerance for code changes. Compared to
FIBER, PDiff achieves high-precision testing with an exceptionally
low miss rate in experiments. Considering the high overhead of
symbolic execution technology in FIBER [3], Sun et al. [34] propose
Osprey, which utilizes lightweight copy propagation and data flow
slices instead of symbolic execution. This modification enables Os-
prey to accelerate the testing process by more than 10 times without
significantly compromising accuracy, maintaining a performance
of over 90% in their experiments.

PS3 [42] uses the SMT solver to verify the equivalence of sig-
natures at the semantic level. PS3 is designed to directly utilize
signatures for patch presence testing, which can achieve high accu-
racy in the presence of compiler optimization. In addition, PS3 uses
extracted signatures for voting rather than ranking them exploited
in our approach. Our feature generation is inspired by BLEX [18],
while we use LLVM IR as input language.

The studies mentioned above are based on the existence of source
code, while Xu et al. [40] propose BinXray. It does not presume the
existence of the source code and patch commit. BinXray derives
patch signatures through a comparison between a vulnerable code
snippet and its patched counterpart using a basic block mapping
algorithm. In 2023, following BinXray, Xu et al. [39] propose a
novel algorithm to capture the signatures of key basic blocks, which
outperforms BinXray.
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6.2 Java Bytecode

In addition to the detection of executable files compiled in the
mainstream C/C++ languages mentioned above, there are also some
work that focus on Java bytecodes. Compared with executable
binary, Java bytecodes contain much richer semantic information,
and optimization is performed at runtime (known as JIT) rather
than compile time. Hence, the accuracy of the patch presence test
for Java bytecode is usually higher than that of binaries.

Dai et al. [8] propose BSCOUT, which is the first tool that can
check the existence of patches in Java files. It checks fine-grained
patch semantics in the entire target executable. Pan et al. [31]
propose PPT4J, which uses type analysis and control flow informa-
tion to generate find-grained patch semantics, which outperforms
BSCOUT. To counteract the challenge introduced by code obfus-
cation in Android applications, Xie et al. [38] propose PHunter to
address the challenge by combining coarse-grained search for the
target code and fine-grained patch semantics.

Compared with all previous work which are essentially binary-
to-binary or source-to-binary, our approach is the first to use LLVM
IR as the input language. This means that our approach can detect
not only binaries compiled from the C/C++ language, but also other
programming languages compiled to LLVM IR, like Rust.

7 CONCLUSION

Detecting the presence of patches in binary code is a critical task
in software security. Existing approaches are based on source code
or binary code, which have limitations in terms of accuracy and
efficiency. In this paper, we propose React, the first patch presence
test approach based on binary lifting. We extract symbolic-level
features from reference and target IR codes, then match the features
to determine the presence of a patch. In addition, we propose a
feature refinement method to improve the generality of the features.
The experimental results show that React outperforms the current
approaches by 0.93 in terms of the F1 score. In practice, React can
efficiently detect the presence of patches in an average of 0.025
seconds per binary.

Our implementation and dataset are available at https://github.
com/Qi-Zhan/React.
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